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z: measured temperature
probabilistic classifier is a classifier that is able to predict, given an observation of an 
input, a probability distribution over a set of classes, rather than only outputting the 
most likely class that the observation should belong to. (Wikipedia)

𝑷 𝑻+ 𝒛 + 𝑷 𝑻− 𝒛 = 𝟏 ∀𝒛
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https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Set_(mathematics)


Let’s difene a difference function f(z) for upcoming calculations.
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Where the difference function f(z) is zero, I can define a threshold! 
Temperature under 37 degrees indicate a healthy, above it a sick person.
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What if A low temperature indicates sickness too?
As the threshold is defined as a set of points, I might have multiple thresholds!
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Fenton and Neil: Avoiding Probabilistic Reasoning Fallacies in Legal Practice

using Bayesian Networks

Notable examples (of need for Bayesian reasoning):

Sally Clark: „1 in 73 million” (8543 x 8543) chance of her innocence

http://en.wikipedia.org/wiki/Sally_Clark

DNA-based conviction in rape case http://en.wikipedia.org/wiki/R_v_Adams
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~700 000 newborns/year in the UK

Fenton and Neil: Avoiding Probabilistic Reasoning Fallacies in Legal Practice

using Bayesian Networks

Notable examples (of need for Bayesian reasoning):

Sally Clark: „1 in 73 million” (8543 x 8543) chance of her innocence

http://en.wikipedia.org/wiki/Sally_Clark

DNA-based conviction in rape case http://en.wikipedia.org/wiki/R_v_Adams
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- The SIDSs within one family are not independent events, therefor their joint

probability should not be calculated like this
- „double SIDS is very rare, double infant murder is likely to be rarer still”

Bayesian reasoning
- the very same factors which make a family low risk for cot death also make it low 

risk for murder.
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From http://www.bbc.com/news/magazine-28166019
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http://news.bbcimg.co.uk/media/images/76096000/gif/_76096068_breast_cancer_3
04.gif
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References:

Rangayyan p. 469

Ling and Sheng: Cost-Sensitive Learning and the Class Imbalance Problem
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References:

Rangayyan p. 469

Ling and Sheng: Cost-Sensitive Learning and the Class Imbalance Problem
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An overall performance of the classifier can be defined as the accuracy.

References:

Rangayyan p. 469

Ling and Sheng: Cost-Sensitive Learning and the Class Imbalance Problem
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Model 1 classifies almost all test as negative, still has a higher accuracy. 

Model 2 classifies the abn

In the breast cancer example the positive set is 1% compared to the 99% N 

test. If the positive cases would be classified as negatives, the accuracy would

be still high.

References:

Rangayyan p. 469

Ling and Sheng: Cost-Sensitive Learning and the Class Imbalance Problem
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So far we have made diagnostic decisions based on the implicit assumption 

that the cost of a false positive and false negative are the same. 

This leads to us choosing a positive diagnosis if the probability of a positive 

diagnosis is greater than the probability of a negative diagnosis.

However, what if there are difference costs associated with false positives, 

false negatives? Or maybe there are even costs to a true positive or true 

negative?

These misclassification cost values can be given by domain experts, or learned via 
other approaches. In cost-sensitive learning, it is usually assume that such a cost 
matrix is given and known. 

References:

Rangayyan p. 469

Ling and Sheng: Cost-Sensitive Learning and the Class Imbalance Problem
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References:

Rangayyan p. 469

Ling and Sheng: Cost-Sensitive Learning and the Class Imbalance Problem
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„If we compare both the models and if we check their accuracy. Accuracy for Model 1
is higher compared to Model 2, however the cost for Model 1 is higher compared to 
Model 2.
So it depends on what kind of problem statement we are facing.
If we are focusing on accuracy then we will go with the Model 1 (In this case we need 
to compromise on cost) , however if we are focusing on cost then we will go with the 
Model 2 (In this case we need to compromise on accuracy).”
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probabilistic classifier is a classifier that is able to predict, given an observation of an 
input, a probability distribution over a set of classes, rather than only outputting the 
most likely class that the observation should belong to. (Wikipedia)

𝑷 𝑻+ 𝒛 + 𝑷 𝑻− 𝒛 = 𝟏 ∀𝒛
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https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Probability_distribution
https://en.wikipedia.org/wiki/Set_(mathematics)
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Given the cost matrix, an example should be classified into the class that has the 
minimum expected cost. This is the minimum expected cost principle.

The line,𝑃 𝑇−|𝑧 𝐶 𝐹𝑃 − 𝐶 𝑇𝑁 ≤ 𝑃 𝑇+|𝑧 𝐶 𝐹𝑁 − 𝐶 𝑇𝑃
indicates that the decision (of classifying an example into positive) will not be 
changed if a constant is added into a row of the original cost matrix. Thus, the original 
cost matrix can always be converted to a simpler one by subtracting C(TN) from the 
first row, and C(TP) from the second row

Under this assumption, the classifier will classify a case into positive class if and only 
if:

𝑇−|𝑧 𝐶∗ 𝐹𝑃 ≤ 𝑃 𝑇+|𝑧 𝐶∗ 𝐹𝑁
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Thus, if a cost-insensitive classifier can produce a posterior probability estimation 
p(I|z) for test examples z, we can make it cost-sensitive by setting the classification
threshold p* to the limit, where

𝑃 𝑇−|𝑧 𝐶∗ 𝐹𝑃 = 𝑝∗ 𝐶∗ 𝐹𝑁
However, here 𝑃 𝑇+|𝑧 should be (1-p*):

1 − 𝑝∗ 𝐶∗ 𝐹𝑃 = 𝑝∗ 𝐶∗ 𝐹𝑁

𝐶∗ 𝐹𝑃 = 𝑝∗ 𝐶∗ 𝐹𝑁 + 𝐶∗ 𝐹𝑃

𝑝∗ =
𝐶∗ 𝐹𝑃

𝐶∗ 𝐹𝑁 +𝐶∗ 𝐹𝑃

𝒑∗ =
𝑪∗ 𝑭𝑵

𝑪∗ 𝑭𝑵 + 𝑪∗ 𝑭𝑷
and classify any example to be positive whenever 𝑃 𝑇+|𝑧 ≥ p* .
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https://www.verywellhealth.com/diagnosis-of-pneumonia-4160855
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The first one ca cnot be separated, the second one can be separated linearly. 

With the third one a non-linear classification might be applied.

Or again, weighted substraction if we have unequal costs associated.

But more-generally, what approaches are taken?
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Rangayyan (2002): p.  446-448
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Rangayyan (2002): p.  446-448
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How to classify ICU patients? One example is giving them a score based on

the table above.

Other scores: APGAR, Manning

References:

Le Gall et al. (1984): A simplified acute physiology score for ICU patients

http://en.wikipedia.org/wiki/ICU_scoring_systems

https://en.wikipedia.org/wiki/Apgar_score

https://en.wikipedia.org/wiki/Biophysical_profile
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Outside scope:

Relevance vector machines: SVMs with probabilistic output

Sources:

http://www.imtech.res.in/raghava/rbpred/svm.jpg

http://svmcompbio.tuebingen.mpg.de/examples.html
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Perceptron: possibility of non-linear mapping following linear combination of 

inputs

Radial basis functions (RBFs): weighted sum of radial basis function outputs, 

each of which is a function of the distance of the input vector from some 

center: 𝜑(𝐱)=∑8_𝑖▒〖𝑎_𝑖 𝜌(‖𝐱−𝐜_𝑖 ‖)〗, with e.g. 𝜌(‖𝐱−𝐜_𝑖 ‖)=exp⁡[−𝛽‖𝐱−𝐜_𝑖
‖^2 ]
Universal Approximation theorem: feed-forward network with single hidden 

layer able to approximate continuous functions on compact subsets

(https://en.wikipedia.org/wiki/Universal_approximation_theorem)
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Comon and Jutten (2010): Handbook of blind source separation: Independent
Component Analysis and applications
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Examples of false and true ventricular tachycardia alarms. Note the vertical 

line marks the time the alarm sounded. (A and B) False alarms and the 

algorithm failed to suppress them. (C) A false alarm and is suppressed 

correctly. (D) A true alarm and is accepted correctly by the algorithm.

When signal quality is high enough for PPG, ABP, then it can suppress alarm

Source:

Li, Qiao, and Gari D. Clifford. "Signal quality and data fusion for false alarm 

reduction in the intensive care unit." Journal of electrocardiology45.6 (2012): 

596-603.
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