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Mire j6 egy CNN architektura?

Turing teljes, de mit old meg hatékonyan?

2D — 2D reprezentacio. Térbeli és tériddbeli lenyomatok (,feature™)-0k
elGallitasa

A standarad CNN architechtura cellak M*N-es
regularis halézata
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Retina felépitése

Gerinces retina: Inverz retina (ellentétben a fejlabuakkal, kulon fejlédési ag) az
erzekelo sejtek a leghatso rétegben talalhatoak

Csapok (cones):
6 millid, Er6s megvilagitas mellett
Fovea-ban, szinlatas

pigment
A ithelium
Palcikak (rods): P = _t ',1, S
120 millis, gyenge megvildgitas mellett photoreceptors {fl{iH il ﬁ Q- rods & cones
kornyéki latas, egy szin et b SR

ThR \. ‘* f
nuclear layer " A
Ganglion, amacrin, bipolaris,

outer ST horizontal cell
horlzontallssejtek ) plex,;mme.ayer ; bipolar cells
T A 5 o BN inner amacrine cells
nuclear layer F
inner g ,h ganglion cells

ganglion cell
axons
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Hierarchikus struktura a retinaban

Horizontal  Bipolar cells Retinal ganglion cells

100x tobb fotoreceptor, mint L el
ganglion sejt: TR
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Nagymeértékl tomoritésre van
szUkség
Nem pixel szinten latunk:

Surround

TerUleteket valtozasokat 5
érzékellink g
Sargafolt

On/Off

Serkentd, gatlo régiok

Surround

Dendro-dendritic synapse

Receptors
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Mit varunk egy felismer6 rendszert6l?
Ismételt lenyomatok (The replicated feature approach)

Nagyon népszerl neuralsi halézatok esetében
Es altalaban déntési folyamatokban

Ugyanazon lenyomat kinyerd strukturat hasznaljuk az E E
adaton kulonbozo 'helyzetekben' O

— Kulonbozb poziciokban azonos valaszt
varnank 14 E

— Azonos valaszt varnank kulonboz6 meretl és O
orientacidju objektumokban (nehéz és y
szamitasigényes)

— Nagyon leegyszerusiti a tanitast, sokkal
kevesebb szabad paraméter lesz
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Mit érunk el a lenyomat kiszamitasanak topografikus
ismetléseével?

g}

Nagyon leegyszerusiti a tanitast, sokkal kevesebb szabad paraméter lesz

Invariant knowledge:A tanitas esetén ha egy régioban hasznosnak bizonyult
egy feature és ezt a rendszer megtanulta,akkor az 0sszes pozicioban
hasznos lesz.

Ha a feature-0k detekcidjat homogeén CNN strukturaval hajtjuk veégre, akkor a
detekcid biztosan invarians lesz a transzlaciora



Pazmany Péter Catholic University, Faculty of Information Te¢

Deep Learning

Altalanos feature hierarchiakat tanul meg

'Hagymonayos tanulas' (Shallow learning) Kulonb6z6 feature-ok
tulajdonsagok, melyik hasznosithat6?

Kép. Pixel intezitas, élek ,fourier stb - A cél maganak a reprezentacionak a

megtanulasa

Deep learning

Focus on entities and
connections

Relates previous and
new knowledge

Uses reflection to relate
theory with experience

Creates understanding,
meaning and new ideas

Leads to positive
emotions and attitudes
about learning and self

VS.

Shallow learning

Focus on unrelated
details

Information is simply
memorized

Facts and concepts
accepted unreflectively

Aims to pass (or perform)
instead of understanding

Leads to negative
emotions and attitudes
about learning and self
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Deep Learning

IBM Watson

A kutatok célja az volt, hogy a
természetes szovegértést javitsak a
gepek eseteben

Neuralis halozatot és deep learning-et
hasznaltak egy nagy adathalmazon

A gép megérti a szamara feltett
keérdéseket és szamos esetben jobban
teljesit, mint az emberek (Jeopardy)
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Deep Learning

m_%




| Pazmany Péter Catholic University, Faculty of Information

Deep Face
Facebook arcfelismer6: DeepFace: Who's in These Photos?
ClOSIng the Gap tO Human'LeveI The photos you uploaded were grouped automatically so you can quickly label and notify friends in

these pictures. (Friends can always untag themselves.)

Performance in Face Verification

97.35%-s0 pontossag, egy atlagos ember
98%-0s pontossaggal dolgozik
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GooglLeNet

Altalanos objektum felsimer6 algoritmus
Az ImageNet adathalmazon tesztelve

Tobb, mint 200 kulonb6z6 objektum
felismerésére tanitva

37%-0s pontossag
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Altalanos lenyomatok el&allitasa

Az adat lokalis stukturait szeretnénk felismerni
(akar térbeli akar idobeli): képek, beszéd esetében

Mi a legaltalanosabb oylan tulajdonsag, ami:

- lényeges a detekcio szempontjabdl
- Allegtobb feature kikeverhetd bel6le
- Invarians az értékek nagysagara

Ezek altalaban egyszer( valtozasdetektorok

Gabor kernel-ek (Egy egyszeri feed-forward template

- csak B template-tel szam Iha,xp . ;
_ % Ay T
(I!y! )\,H,M,J,"‘f} — EXp | — 972 EXp |1t 2‘“—;_'_11”'
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Deep Learning

Altalanos feature hierarchiakat tanul meg

Képek esetében ezek a kovetkez6képpen néznek Ki:
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Neuralis halok hasznalata detekcidban

Kunihiko Fukushima (1980) — Neo-Cognitron

Yann LeCun (1998) — Convolutional Neural
Networks

MLP (multilayered perceptron)
backpropagation-nel
— Biztato kezdeti eredmények, de megallt joval az

emberi képessegek szintje alatt
* Rendkviil lassu tanitas (gyorsabb felismeres),
bonyolult hal6zatok
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Hogyan lesz dontés a lokalis feature-okbol?

Hagyunk-e egy altalanos struktarat,ahol sok paraméteriink lesz €s nehéz tanitani,
vagy ¢liink-e megkotésekkel az architektirara nézve?
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Mintavételezes - pooling

Hogyan tomoritsuk/alakitsuk dontésse a térbeli lenyomatot?
Mintavételezés pooling

Két doglot szeretnénk elérni:

* Magasabb szinten a feature-O0k magasabb szintjén reprezentalni (pl els6 szinf
knotraszt/élek), masodik szint élek egymashoz viszonyitott elhelyezkedése
stb...

* Kismertékl transzlaciora magasabb szinteken is ugyanazt a valaszt varjuk

Pooling — egy teruleten kozelitsik a lenyomatot statisztikai leirokkal (a
pixelek atlagaval vagy maximumaval)

— Ez nagymeértékben lecsokkenti az elemek szamat a kovetkez szinten.
* Problem: Nagyon sok pooling utan elveszitjuk a pontos térbeli reprezentaciot
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Convolutional Neural networks

C (Convolution) és S rétegek (Pooling) valtakozasa (Nemlinearitasok
alkalmazasa) a végen egy Multilayer Perceptron a felismeréshez

NN

T

Input C1 S2 C3 S4

FIGURE 2 Conceptual example of convolutional neural network. The input image is convolved
with three trainable filters and biases as in Figure 1 to produce three feature maps at the C1
level. Each group of four pixels in the feature maps are added, weighted, combined with a bias,
and passed through a sigmoid function to produce the three feature maps at S2. These are again
filtered to produce the C3 level. The hierarchy then produces $4 in a manner analogous to S2.
Finally these pixel values are rasterized and presented as a single vector input to the “conven-
tional” neural network at the output.
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Convolutional Neural networks

Egy viszonylag sok rétegli halozat tanitasa altalanos feature-okkel
,,shallow learning” esetén O0sszetett feature-0k ,de 1-2 rétegli halozat
A keésobbi rétegek egyre bonyolultabb feature-Oket irnak le:
— Elso réteg elék, kontrasztok leirdsa
— 2nd Jayer learns higher order features (combinations of first layer features,
combinations of edges, etc.)
— Arétegeke feliigyeleten tanulassal (unsupervised learning) igy (az
adaathalmaztol fiiggden) altalanos feature-0k keletkeznek

— Az utolso réteg tanitasa feliigyelt, itt megmondjuk, hogy miylen kimenetet szeretnénk
egy adott bemenetre

Cl: 6x28x28 52 6xldxl4 C3: 16x10x10 O5: 120

input image: 34 1'5“-‘33:}_-':'___-——-"'_ '“-x,jiw: 54

32x32

3

»-C1,C3,E5: Convolutionallayer. (5 x5 Convolution-matrix.)

» S2,S54 :Subsampling layer. (by factor 2) > 187,000 dsszekottetés
> F6 : Fully connected layer. > 14,000 allithatd suly (10X)

ERBF cutput: 10
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A rétegek kozott hasznalt nemlinearitas

A rétegek kozotti értekek korlatossaganak megdrzésére egy a standard CNN

dinamikahoz hasonld nemlineraitast hasznalnak
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Ugyanezt a nemlinearitast hasznaljdk CNN dinamikakban 1s (feature kinyeres

szempontjabol nincs kvalitativ kiilonbség a kettd kozott)
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Hasonlit a biologiai strukturakhoz

Hierarchikus feléptés az agyban onamguktoé Iszervezd strukturak

* Topografikus teruleteken — és feature szamitasok (retina — V1)
Mintavételek ezen teruletekrél és komplex dontéshozo rendszerek

Filozoéfiai/evolucios vonatkozas:
Az emberi agy marad legtovabb plasztikus a szuletés utan, s rendkivul hosszan

megorzi ezt a képességét a tobbi féemldssel 6sszehasonlitva

- ezaltal egy rugalmas, konnyen alkalmazkodo, ujrahangolhato rendszert kapunk
- Ez a rugalmassag védtelenséggel is jar, s akoari id0szakban nagyobb
veédelemre van szukseg
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Hasonlit a biologiai strukturakhoz

The visual cortex is hierarchical — the ventral (recognition)
pathway has multiple stages

WHERE? {Motion,

Spatial Relationships) WHAT? (Form, Color}

[Parietal stream] [Inferotemporal stream]
| i | ——

Motor. command

Categorical judgments, — o SR
decision making 140.190 m§ - Simple visual forms <@ @ =4 §PIT
edges, corners
120-160 ms \ 9 M ?!ean1
PMC Wi p 7 ‘magic-dom naed:
- ' 040-61: ms |

100-130 ms PEC. BD siream

(blob-dom:nated);

1D siream
{interb oo-dominatea)

:'.'Iro ms stripe emAAGL Y
Biobl| <l <L g | inter-
2 flux i " I blob
diate visual V| sl d A i ] i%
4Caj —» L_i I4cn

ngh level object
descriptions,

Retina, [ "t s At <
% Va3 )
LGN | ALK — i

faces, objects M K P

Orientation —w= Directior i Pattern [olaid) / *\, "
' Pursuit eye
~————— To spinal cord injrx Spatal &0 Disparity W metion O mavements

= Tofinger muscle «__ __—160-220 ms A K f:g:j;;‘: <@ wavelengih @ Eﬁznlrcnartssm
180-260 ms it Temporal
il fchSanc-r s”a Subjactive NerCariasian | e = )
aot {high,'luv.'.} contaur gattera x) Faces

Simon Thorpe Gallant & Van Essen
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Egy gyakorlatban hasznalt ConvNN

strukturaja
C3: f. maps 16@10x10
INPUT C1: feature maps S4: f. maps 16@5x5
6@28x28 o
32x32 S2: 1. maps |

6@14x14

C5: layer g jayer OUTPUT
AT

|
Full connection | Gaussian

Convolutions | Subsampling Convolutions ~ Subsampling Full connection




A rendszer altal hibasan osztalyozott elemek
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A rendszer altal hibasan osztalyozott elemek
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A legfels6 sorban talalhato a
legnagyobb sulyu valasz

Az also sorban a kovetkez0
ket valasz lathato

A helyes valasz szinte
mindig megtalalhato az els6
harom legvaldszinlbb
valaszban

Jelenleg 20-25 kozti
hibaszamot érnek el ezen az
adathalamzon ~ megegyezi
az emberi felismerés
potossagaval
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Néhany példa a GooglLeNet esetében

it thak gl pad plag e s Peadassei nhn ane Rolgn

bullet train hand glass
bullet train scissors
passenger car _han+ glass
snow leopard subway train 'ff}ring pan
Egyptian cat electric locomotive Et+ﬁ105CﬂPE




mite

“leopard

container ship motor scooter
mite container ship motor scooter leapard
black widow lifeboat go-kart ]_| jaguar
cockroach amphibian moped cheetah
tick fireboat bumper car snow leopard
drilling platform

starfish

mushroom

golfcart

cherry

Egypttan cat

Madagascar cat

fire engine

dead-man’'s-fingers

currant |

convertible agaric dalmatian sql.@'el monkey

grille mushroom grape spider monkey

_| pickup jelly fungus elderberry titi
beach wagon gill fungus |ffordshire bullterrier indri

howler monkey

Sok esetben a
hibakbdl
lathato, hogy a
rendszer
valoban
altalanos
tulajdonsagokat
tanul meg
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A ConvNN hardware tamogatas

A sokmagos architekturakon, kulonosen GPU-k esetében ezek a
szamitséok konynen futtathatok (az architektura konvoluciok
szamitasaara lett kitalalva SIMD)

Nvidia GTX 580 Graphics Processor Units (tobb, mint 1000 mag)
— Konvolucid, mint matrix-matrix szorzas hatékonyan szamolhato.
— GPUs nagy savszélesség a memaoriahoz
— Atanitas sokszor meglehetdsen lassu — 1 hét is lehet.

A felismerés 'néhany' onvolucioval kiszamolhaté — gyakorlatilag valos
idoben
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Sparsity - ritkasag

Egy Sparse reprezentacio segit a tanulasban. Ha mar a kozblnsé
retegekben figyelembe vesszuk, hogy 'saprse' reprezentaciot
szeretnénk — azaz csak néhany feature esetében akarunk nagy
valaszt, akkor jelent6sen javithatjuk a detekciot.

.l-ilﬂ"lﬂ*ﬂ"

Az itt lathato lenyomatok kozul ezzel
specifikusabbakat valaszthatunk ki, s
erezhetod, hogy jobban hasznalhat6
egy oylan minta,ahol 1-2 er0s valaszt
kapunk, s a tobbi csatorna valasza
sszinte mind nulla, mint egy olyan,
ahol minden csatornan talalunk
valaszt.

Ez a 'sparsity' az emberi retina
csatornakban is megtalalhato
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