I	 Egy C(n, k) paraméterű ciklikus kód paritásellenőrző polinomja	osztja az xn‐1 polinomot.
H	 Az LZ77 futtatásához ismerni kell a forráseloszlást.
I	 A GF(8)‐ban 2 konjugált gyökcsoport van.
H	 A BCH	kód mindig MDS tulajdonságú.
H	 A Shannon–Fano kód rövidebb átlagos kódszóhosszat ér el a Huffmann‐nál. 
I	 A forráskódolásnál az egyértelmű dekódoláshoz nem lehetnek	a kódszavak tetszőlegesen rövidek.	
H	 Véges	forrás ABC esetén van olyan eloszlás, hogy az entrópia negatív. 
H	 Egy t hibát javítani képes lineáris ciklikus kódnál a hibacsapda algoritmus a hibavektorban tetszőleges helyen előforduló t vagy annál kisebb számú hibát képes javítani.

Van egy C(15, 11) kódunk. Lehet‐e ez egy Hamming‐kód?
[bookmark: _GoBack]Mivel a Hamming‐kódok perfekt kódok,	teljesülnie kell a 2^(n–k) =n+1 egyenlőségnek, azaz 
2^4=16‐nak, ami igaz, tehát a kód lehet Hamming‐kód.

a) Egy C(8,5) kód lehet bináris Hamming kód.
b) A Reed Solomon kód csak egy hibát tud javítani.
c) Egy bináris lineáris kódnál, azonos szindrómavektorhoz tartozó hibavektorok csak azonos súlyúak lehetnek.
d) Egy C n k ( , ) ciklikus kód generátorpolinomja osztja az x^n-1 polinomot.
e) A Reed Solomon kódnak létezik shiftregiszteres implementációja
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) Egy C(n,k) linediris bindris k6d minden egyes hibacsoportjéban 2"* db vektor szerepel.
b) A C(3,1) bindris Hamming kid MDS kéd is egyben.
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d) A Shannon-Fano-Elias kod rovidebb dtlagos koddszhosszat ér el mint a Huffman k6d.
¢) A forrds entrépidja egyenletes forrdseloszls esetén minimilis.





