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10. hét

Megoldott feladatok

10.1 Hogyan tudjuk becsulni aR korrelaciés matrixot megfigyelések alapjan?
Mutasson egy péld® korrelaciés matrixra, ha a dimenzidoszama legaléibh

korrelacios matrix alapjan irja fel a Wienerigz optimalis beallitasar

D

vonatkozo rekurzidjat a leggyorsabb konvergenciédrgaloA paraméterrel!

Megoldas
Egy sztochasztikus folyamat korrelaciés matrixardeid szerintR, = E{ x x}, a

megfigyelések alapjan a korrelacios matrix becgtlbe

K-max(i ,j
R, =m m:: . X.m %+m Statisztikaval. Példa egy 4 dimenzios korrelacios
matrixra:
1 05 0 O
|05 1 05 0
0O 05 1 o0
0O 0 05 1

A leggyorsabb konvergenciat garantdlparamétert aR korrelacios matrix
sajatértékeitl hatarozhatjuk meg. AR matrix sajatértékei, =0.191, A, =0.691,
A, =1.309 és A, =1.809, amildl az optimalis/ paraméter a kovetkéz

2 _ 2 1

+1 0.191+ 1.809

AOpt = /]

min max

Feladatok a gyakorlatra

10.27 Egy véletlen folyamatot kivanunk egy masodfoku pdedral tomoriteni. A
véletlen folyamat korrelaciés figgvénye a kdvetkez

RO)=1 R()= 05 R(2r O.
a) Irja fel a korrelacios matrixot, és a korrelacioktoet!
b) Adja meg a folyamat tomoritéséhez hasznélt masadfokdiktor optimalis
egydttthatait!

Megoldés
a) Ha prediktorként akarjuk hasznalni a modellinkkkoa
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r =

r(2)
r(zZ) :[gj
r(N)

b) Az optimalis egyitthatokat kiszamolhatjuk a
R-w =r egyenletbl

noy o L[ 1 -og[og_ 1[ 04] [ 0533
0.75-0.5 1 || 0.2 0.79-0.0§ |- 0.06

10.3 Egy véletlen folyamatot kivanunk egy masodfok( piedral tdmdriteni A
szir6egyltthatdék optimalis bedllitAsa esetén a négyaddsatéérték minimali
(MMSE).

a)

b)

c)

d)

Adja meg aw
becslésének értékd(0)=1,R() = 0.2, 2= 0.!

Adja meg a Wiener szés rekurziv W(k) megoldasat az iteracig=1,2
lépéseirew (0)=[1 0 (' kezdeti stlyok esetén!

Mutassa meg, hogy az MSK()) Iépésél Iépésre kdzelebb keril a minima

MMSE=MSEw.y) értékhez! Rajzolja le az MSE(K)) negyzetes varhato

hibat ak lépésszam fliggvényében (az abran vizszintes labnelblje az
optimalis s#réegyttthatohoz tartoz6 MMSE értéket)!

I

Adja meg aw’,, optimalis siréegyutthaté vektortha azy(k-1) ésy(k-2)
mintdk megfigyeléséh az y(k+1) értéket kivanjuk predikalni (az/(k)
helyett)!

Megoldas

a) Predikciorol 1évén szad(K) = W(K) , vagyis y(k-1) és y(k-2) mintak (2-foku
predikcid) megfigyelésélh josoljuk a kdvetkedt. EblI kifolyolag:

0.2

[1 0.2
R =

ot: w,,, =R

b) w(k+1)
0.86s1.2

opt -

1
L 1[1 -02[02_ 1018 [ 0187
0.96/-0.2 1 |[0.] 0.9 0.0§ | 0.062

=w(k) —A{ Rw (k) —r} , ahol A =1 j6 valasztas, miveR matrix sajatértékei:

0.2
} esr = [O J. Ezeket behelyettesitve a normalegyenletbe kapjedw

o2, 3323
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wa= S 0, SA0ST o3 o
c) J(w)= E[( d, —Z w 4jﬂ =H d°] -2w'r w'Rw alapjan

MSE(w(0)) = E[ d,” | -2w(0) r+w (0] Rw(0)= R, + 0.6= ¥ 0.6= 1
MSE(w(1))= 1- 0.018= 0.98, MSE(W(2))= 1- 0.0427% 0.957 és
MMSE=MSE(w,, )= 1- 0.04375= 0.956:

Lineéris predikcié Wiener-sz(irés
T T

0.98

0.975f

MSE(w(K))
o
9

0.965-

0.96

1 2 3 ﬁ 5 6 7
d) Ebben az esetbenl(k) = y(k+1), ésy(k-1) ésy(k-2) mintak (2-fok predikcio)
megfigyelésédl j6soljuk a kovetke& utanit. EblbI kifolydlag:
1 0.2 0.1
= [O . 1} ésr :[ . }(csak a keresztkorrelacios vektor moédosul). Ezeket

behelyettesitve a normalegyenletbe kapjuk megg-ot:

W gy o A [ 1 02 ol 1l 01] [ 01041
o 096/ -02 1 || 0] 0.96-0.02 |- 0.0208F

10.4°  Adott egy masodfoku prediktor az alabbi blokkdiagrszerint:

_

x(n)

e

a) Hatarozza meg @, Optimalis siroparametereket es az MSk(y) négyzetes
hibat, ha a bemeneti jel az alabbi:

x(n)=sin(n7nj+v(n),

aholv(n) 0 varhatéérték Gaussi fehér zag? = 0.1 varianciaval!

b) Generaljon egyn=1,...,1000 mintasorozatot, és hasznélja a Wienérés:
rekurziv alakjat az optimalis paraméterek meghatsahozA=1)! Abrazolja
a rekurzio soran az MS&(k)) hibat!

c) Oldja meg az élz6 alfeladatot\,y esetén!

T~
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Feladatok otthoni kidolgozasra

10.5

Egy véletlen folyamatot kivAnunk egy harmadfokudikerral tdmdriteni A
szir6egyutthatdk optimalis bedllitAsa esetén a négyaddsatéérték minimali
(MMSE).

a) Adja meg az R Kkorrelaciés matrixot, ha a korrelaciés vektor

r=[05 0 037

b) Lehet-ew,, = [0.85 -0.7 O.SF az optimdlis siréegyltthato vektor?

c) Az R korrelaciés matrix sajatertekei ismeretébet) 0.292€, A, =1 és
A, =1.7071) milyen A tanulasi paraméter esetén lesz a leggyorsabb &
algoritmus konvergenciaja? Igazolja, hogy a megadegoldas az optimalis!

LM

10.6,

Egy véletlen folyamatot kivanunk egy masodfokl piiedral tdmdriteni A

szir6egyutthatdk optimalis bedllitAsa esetén a négyaddsatéérték minimali

(MMSE).

a) Adja meg aw,,optimalis sAréegyutthatd vektortha a korrelacios fuggvén
becslésének értékét(0) =1,R(1) = 0.5, 2= «

b) Tegyuk fel, hogy a korrelacids fluggvém(l) értékét csalk hibaval tudjuk

becsulni (azazR(0)=1,R(1) = 0.5tJ ,R 2= (). Adja meg és rajzolja fel A

négyzetes varhatoértéket (MSE) éhiba fliggvényében, ha w, optimalis

UJ

szir6egyutthatdk az ék6 feladatban kiszamoltak!
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