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1. Eseménytér, szigma-algebra (eseményalgebra) 
 Ha adott az Ω eseŵéŶǇtér, hogǇaŶ defiŶiáljuk az eseŵéŶǇalgeďrát? 

o σ-algebra az Ω bizonyos részhalmazainak összessége. 
 Miket ŶevezüŶk eseŵéŶǇekŶek? 

o zárt véges vagy megszámlálhatóan végtelen unióra (׫) 
o zárt komplementerre (݁௖) 
o zárt metszetre (ת) 

 Mik az eseŵéŶǇalgeďra tulajdoŶságai? 
o Ω minden lehetséges kombinációját és az üres halmazt {∅} tartalmazza 

 

 

2. Diszkrét valószínűségi változó eloszlása, eloszlásfüggvény (diszkrét eset) 
 Adott ;Ω, F, PͿ valószíŶűségi ŵező és ξ diszkrét valószíŶűségi változó esetéŶ hogǇaŶ defiŶiáljuk ξ 

eloszlását? 
o Diszkrét valószínűségi változó 

 Maximum megszámlálhatóan végtelen sok értéket vehet fel. 
 Ω elemszáma dönt 

o Eloszlása a valószínűségi változó által felvehető értékek valószínűségeinek sorozata. 
 HogǇaŶ defiŶiáljuk ξ eloszlásfüggvéŶǇét? 

o ξ  : Ω → ℝ (Omegából valósba) 
o ℱξ : ℝ → ℝ ℱξሺݔሻ ≝ ܲ (ξ < x ) = P(ξ  −ଵ <] − ∞,  ( <] ݔ

 Mi az összefüggés ξ eloszlása és az eloszlásfüggvéŶǇ közt? 
o Eloszlás csak egy értékhez tartozó valószínűség 
o Eloszlásfüggvény pedig ezen értékekhez tartozó lépcsős függvény 

 Mik az eloszlásfüggvéŶǇ tulajdoŶságai? 
o monoton növekedő 
o lim௫→∞ ℱξሺݔሻ = ͳ 

o lim௫→−∞ ℱξሺݔሻ = Ͳ 

o ℱξሺݔሻ balról folytonos 

  



3. Függetlenség, feltételes valószínűség, teljes valószínűség tétele, Bayes Tétel 
 HogǇaŶ defiŶiáljuk az A eseŵéŶǇ B eseŵéŶǇre voŶatkoztatott feltételes valószíŶűségét? 

o A, B � ℱ feltételes valószínűség B szerint. Feltéve: P(B) ≠ 0 

o ܲሺܤ|ܣሻ  ≝  �ሺ஺ת஻ሻ�ሺ஻ሻ  ≝  ஻ܲሺܣሻ 
o megjegyzés: 

 ஻ܲ ∶  ℱ → ℝ tehát P(B) – függvény, mérték és valószínűség is. 
 ܣ éܤ ݏ függetlenek ↔ ܲሺܤ|ܣሻ = ܲሺܣሻ  ↔  ܲሺܣ|ܤሻ = ܲሺܤሻ 

Ekkor ܲሺܣሻ = ܲሺܤሻ ≠ Ͳ 
 Mit ŶevezüŶk teljes eseŵéŶǇreŶdszerŶek? 

o ܣ௞ � ℱ  ܽℎ݈݋ ͳ ൑ ݇ ൑ ݊ 
o ⋃ ௞௡௞=ଵܣ =  � 

 Mit ŵoŶd ki a teljes valószíŶűség tétele? 
o Ha ܤ௜ teljes eseményrendszer és ܲሺܤ௜ሻ >  Ͳ ܽℎ݈݋ ͳ ൑ � ൑ ݊ 

o akkor egy tetsz�leges esemény val�színűsége: 
o ܲሺܣሻ =  ∑ ܲሺܤ|ܣ௜ሻ ∗ ܲሺܤ௜ሻ௡௜=ଵ  

 Mit ŵoŶd ki a BaǇes tétel? 

o ܲሺܤ௞|ܣሻ = ∑ሺ஻�ሻ�∗(௞ܤ|ܣ)�  ሺ஻�ሻ೙�=భ�∗(௜ܤ|ܣ)�  ܽℎ݈݋ ͳ ൑ ݇ ൑ ݊ P(A) > 0 

  



4. Binomiális és Hipergeometrikus eloszlás 
 Mikor mondjuk, hogy egy valószíŶűségi változó ďiŶoŵiális eloszlású? 

o ha n kísérletb�l PONTOSAN k-szor k�vetkezik be. ((n,p) paraméterűሻ 

o ܲሺ� = ݇ሻ = (௡௞) ∗ ܲ௞ ∗ ሺͳ − ܲሻ௡−௞ 

o �݈݁�݈é݇݁ݏ: 
 n – kísérletek száma 

 p – val�színűségi érték 

 k – kimenetel ሺk൑nሻ 

o Várhat� értéke: n*p 

 MoŶdjoŶ példát ďiŶoŵiális eloszlású valószíŶűségi változóra! 
o Feladat: ʹͲ beteget műtenek, egy műtét 90%-ban sikeres, mekkora val�színűsége hogy 

pontosan 5 beteg hal bele? 

 n = 20 

 p = 0,1 

 k = 5 

o Val�színűségi változ� ሺ�ሻ: hányan halnak meg? 

 Mikor mondjuk, hogy egy valószíŶűségi változó hipergeoŵetrikus eloszlású? 
o ha a mintavétel visszatevés nélküli, kiválasztunk az �sszesb�l n-et és ebb�l mennyi j� nekünk. 
o ܲሺ� = ݇ሻ = (��)∗(�−�೙−�)(�೙)  ሺk≠Ͳሻ 

o �݈݁�݈é݇݁ݏ: 
 N – �sszes lehetséges 

 n – amennyit kiválasztunk bel�le 

 K – �sszesb�l az �sszes kedvez� lehet�ség 

 k – K-b�l amennyit ki szeretnénk választani 
o Várhat� értéke: ݊ ∗ �� 

 MoŶdjoŶ példát hipergeoŵetrikus eloszlású valószíŶűségi változóra! 
o Feladat: 10 golyó van ebből 6 piros, 5-öt kihúzunk közülük, mekkora 

valószínűséggel lesz: 
a) 3 piros a kiválasztottak között 

 N = 10 
 K = 6 
 n = 5 
 k = 3 

b) mind piros 
 N = 10 
 K = 6 
 n = 5 
 k = 5 

o Val�színűségi változ� ሺ�ሻ: hány piros goly�t húzunk ki? 
  



5. Geometriai és Poisson eloszlás 
 Mikor mondjuk, hogy egy valószíŶűségi változó geoŵetriai eloszlású? 

o Ha egy esemény els� megt�rténésének val�színűségére vagyunk kíváncsiak. 

o ܲሺ� = ݇ሻ = ݌ ∗ ሺͳ − ݇ ሻ௞−ଵ݌ ∈  ℕ  k nem korlátos 

o �݈݁�݈é݇݁ݏ: 
 p – paraméter, a várt érték val�színűsége 

 k – hányadik pr�bánál járunk 

o Várhat� értéke: ଵ௣ 

 MoŶdjoŶ példát geoŵetriai eloszlású valószíŶűségi változóra. 
o Feladat: cinkelt kocka 0,4 val�színűséggel fej, páratlan sorszámú dobásnál lesz el�sz�r 

fej. 

 p = 0,4 

 k = {1,3,5,7,9…} 

o Val�színűségi változ� ሺ�ሻ: pr�bálkozások száma. 
 Mikor mondjuk, hogy egy valószíŶűségi változó PoissoŶ eloszlású? 

o Ha ∃ ݁݃ݕ � >  Ͳ paraméter 

o ܲሺξ = ݇ሻ = λ�௞! ݁−λ 

o �݈݁�݈é݇݁ݏ: 
 k – a keresett érték. 

o Várhat� értéke: � 

 Mi a kapĐsolat a ďiŶoŵiális és a PoissoŶ eloszlás közt? 
o a p paraméterű binomiális eloszlásban a k érték felvételének val�színűsége k�zel 

lesz az (n, pሻ paraméterű Poissoneloszlásban a k érték felvételének val�színűségéhez, 
o ha a binomiális eloszlás paraméterei: 

 n – nagyon nagy 

 p – nagyon pici 

o a binomiális-eloszlás k�zelíthet� Poisson-eloszlással: 
 (௡௞) ∗ ௞݌ ∗ ሺͳ − ሻ௡−௞݌ ≈ ሺ௡∗௣ሻ�௞! ∗ ݁−ሺ௡∗௣ሻ ሺ݊ ∗ ሻ݌ →  � ⟹ λ௞݇! ݁−λ 

  



6. Diszkrét eloszlások várható értéke 
 HogǇaŶ száŵoljuk ki egǇ diszkrét valószíŶűségi változó várható értékét, ha isŵert az eloszlása? 

o ha ξ diszkrét val�színűségi változ�, akkor megszámlálhat� értékeket vehet fel, jel�ljük �ket: ሺݔ௜ሻ 

o minden értékhez tartozik egy val�színűség, jel�ljük �ket: ሺ݌௜ሻ 

o Ekkor ξ várhat� értéke: E ሺξ)=∑ ௡∞௡=ଵ݌௡ݔ  

 Mi az ;Ŷ, pͿ paraŵéterű ďiŶoŵiális eloszlás várható értéke? 
o Várhat� értéke: E (ξ) = n*p 

 Mi a λ paraŵéterű PoissoŶ eloszlás várható értéke? 
o Várhat� értéke: E (ξ) =  λ 

 Mi a p paraŵéterű geoŵetriai eloszlás várható értéke? 

o Várhat� értéke: E (ξ) =  
ଵ௣ 

  



7. Valószínűségi változó eloszlása, folytonos eloszlású valószínűségi változók, sűrűségfüggvény 
 Adott ;Ω, F, PͿ valószíŶűségi ŵező és ξ valószíŶűségi változó esetéŶ hogǇaŶ defiŶiáljuk ξ eloszlását? 

;ŵihez reŶdel ŵit az eloszlás?Ϳ 
o ܤ ∈ ℬ�:  ܳ�ሺܤሻ ≝ ܲሺ�−ଵۄܤۃሻ 

o ܨ�ሺݔሻ = ܲሺ� < ሻݔ = ܲሺ�−ଵۃ]−∞, ሻۄ]ݔ = ܳ�ሺ]−∞,  ሻ]ݔ

o Tulajdonságai: 
 lim௫→−∞ ሻݔሺܨ = Ͳ 

 lim௫→+∞ ሻݔሺܨ = ͳ 

 monoton n�veked� 

 folytonos 

 Mit ŶevezüŶk a folǇtoŶos eloszlású ξ valószíŶűségi változó sűrűségfüggvéŶǇéŶek? 
o ξ eloszlásfüggvényének deriváltját nevezzük ξ sűrűségfüggvényének 

 HogǇaŶ száŵoljuk ki egǇ ξ folytonos valószíŶűségi változó [a, b] iŶtervalluŵďa eséséŶek valószíŶűségét 
sűrűségfüggvéŶǇ, illetve eloszlásfüggvéŶǇ segítségével? 

o sűrűségfüggvény jel�lése: ݂ሺ�ሻ 

 ܲሺܽ ൑ � ൑ ܾሻ = ׬ ݂ሺ�ሻ ݀� − ׬ ݂ሺ�ሻ ݀�௔−∞௕−∞  

o eloszlásfüggvény jel�lése: ܨሺ�ሻ 

 ܲሺܽ ൑ � ൑ ܾሻ = ሺܾሻܨ −  ሺܽሻܨ

 Mi a kapĐsolat a sűrűségfüggvéŶǇ és az eloszlásfüggvéŶǇ közt? 

o ܨሺ�ሻ = ׬ ݂ሺݐሻ ݀ݐ�−∞  

o ݂ሺ�ሻ =  ሺ�ሻ′ܨ
 MilǇeŶ tulajdoŶságai vaŶŶak az f sűrűségfüggvéŶǇŶek? 

o Tulajdonságai: 
 ݂ሺݔሻ ൒ Ͳ mindenhol pozitív 

 balr�l folytonos 

 ׬ ݂ሺݔሻ dx = ͳ∞−∞  

  



8. Várható érték folytonos valószínűségi változó esetén, exponenciális eloszlás és várható értéke 
 HogǇaŶ száŵoljuk ki a ξ folǇtoŶos valószíŶűségi változó várható értékét, ha adott a sűrűségfüggvéŶǇe? 

o ܧሺ�ሻ = ׬ ݔ ∗ ݂ሺݔሻ ݀ݔ∞−∞  

 Mikor ŵoŶdjuk, hogǇ egǇ ξ folǇtoŶos valószíŶűségi változó α paraŵéterű eǆpoŶeŶĐiális eloszlású? 
o ha ξ folytonos eloszlású val�színűségi változ� 

o és ξ sűrűségfüggvénye �݂ሺݔሻ = ߙ} ∗ ݁−�௫ ℎܽ ݔ >  ͲͲ               ℎܽ ݔ ൑ Ͳ ݔ∀   ∈ ℝ 

 Mutassa ŵeg hogǇ eǆpoŶeŶĐiális eloszlású valószíŶűségi változó sűrűségfüggvéŶǇe valóďaŶ 
sűrűségfüggvéŶǇ! 

o ܨ�ሺݔሻ = ܳ�ሺ]−∞, ሻ]ݔ = ׬ ݂ሺݐሻ ݀ݐ∞−∞ = ׬ ߙ ∗ ݐ݀ ��−݁ = ߙ ∗ [ ଵ−� ∗ ݁−��] ௫଴ =௫−∞  = −݁−�௫ + ͳ ⟹ ݔ =  ∞ − ⃗⃗݁ݎ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗  ⟹ ݁−∞ = Ͳ ⟹ ݖݏé݃݁ ݖܽ   =  ͳ 

o tehát val�ban sűrűségfüggvény. 

 Mi egǇ α paraŵéterű eǆpoŶeŶĐiális eloszlású ξ folǇtoŶos valószíŶűségi változó várható értéke? 

o Várhat� értéke: ଵ� 

o ܧሺ�ሻ = ׬ ݔ ∗ ߙ ∗ ݁−�௫ ଴∞ݔ݀ = ݔ] ∗ ሺ−݁−�௫ሻ] ∞଴ − ׬ −݁−�௫∞଴ ݔ݀  = [ ଵ−� ∗ ݁−��] ∞଴ = ଵ� 

  



9. Normális eloszlás és standard normális eloszlás 
 Mikor ŵoŶdjuk, hogǇ egǇ ξ folǇtoŶos valószíŶűségi változó ;ŵ, σͿ paraŵéterű Ŷorŵális eloszlású? 

o ha ξ folytonos 

o és ξ sűrűségfüggvénye ݂ሺݔሻ = ଵ√ଶ∗�∗� ∗ ݁−ሺ�−೘ሻమమ∗�మ  

 Mikor ŵoŶdjuk, hogǇ egǇ ξ folǇtoŶos valószíŶűségi változó staŶdard Ŷorŵális eloszlású? 
o várhat� értéke: m = 0 

o sz�rása:  σ = 1 

o sűrűségfüggvénye: 
 �݂ሺݔሻ ≝ ଵ√ଶ∗� ∗ ݁ቀ−௫మ ଶ⁄ ቁ݈݈݁ݖݏ݋áݏ ݂�⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   Φ�ሺݔሻ = ׬ ଵ√ଶ∗� ݁−ቀ�మ ଶ⁄ ቁ ݀ݐ௫−∞  

 Mi a staŶdard Ŷorŵális eloszlás jeleŶtősége ;ŵi az összefüggés Ŷorŵális eloszlású valószíŶűségi változó 

eloszlásfüggvéŶǇe és a staŶdard Ŷorŵális valószíŶűségi változó eloszlásfüggvéŶǇe köztͿ? 
o normális eloszlást számolni hosszadalmas munka, ezért standardizáljuk �ket, és err�l egyszer elkészítettek egy táblázatot, amir�l már csak le kell olvasnunk az eredményt. )gy id�t takaríthatunk meg. 

 

o minden normális eloszlású val�színűségi változ� eloszlás függvénye visszavezethet� standard normális eloszlására ሺm, �).  

 ܨሺݔሻ = Φቀ௫−௠� ቁ 

 A normális eloszlás sűrűségfüggvényét kiintegráljuk ]−∞,  :k�z�tt [ݔ
ሻݔሺܨ = ∫ ͳ√ʹ ∗ � ∗ � ∗ ݁−ሺ�−௠ሻమଶ∗�మ ௫ݐ݀ 

−∞  

 Átnevezés:  
 ݖ ≝ �−௠�  kifejezzük ’t’-t ݐ ≝ �ݖ + ݉ 

 tehát:     ݀ݐ =  ݖ݀�

 Integrál határok vizsgálata:   ݖ ≝ �−௠�  

 als�:  ݐ → −∞    ⟹ ݖ     → −∞ 

 fels�: ݐ = ⟹         ݔ ݖ    = ௫−௠�  

 Tehát: 
ሻݔሺܨ = ∫ ͳ√ʹ ∗ � ∗ � ∗ ݁−௭మଶ  σ݀ݖ௫−௠�

−∞ = ͳ√ʹ ∗ � ∗ ∫ ݁−௭మଶ �௫−௠ݖ݀ 
−∞ = Φቀݔ − ݉� ቁ 

 

 

  



10. Szórás és kiszámítása 
 HogǇaŶ defiŶiáljuk egǇ ξ valószíŶűségi változó szórását? 

o ܦଶሺ�ሻ ≝ ܧ [(� −  ሺ�ሻ)ଶ]   sz�rásnégyzetܧ
o ܦሺ�ሻ = ଶሺ�ሻܦ√ = ܧ√ [(� −  ሺ�ሻ)ଶ] sz�rásܧ

 HogǇaŶ száŵítjuk ki? 
o ܦଶሺ�ሻ = ሺ�ଶሻܧ  −  ଶሺ�ሻ sz�rásnégyzet számításaܧ

o ܦሺ�ሻ = ሺ�ଶሻܧ√  −  ଶሺ�ሻ sz�rás számolásaܧ

o Diszkrét esetben: 
 ܦଶሺ�ሻ = ∑ ሺݔ௜ଶ ∗ ௜ሻ݌ − ሺ∑ ௜ݔ ∗ ௜௜݌ ሻଶ௜  

o Folytonos esetben: 

 ܦଶሺ�ሻ = ׬√ ଶݔ ∗ ݂ሺݔሻ ݀ݔ − ׬) ݔ ∗ ݂ሺݔሻ ݀ݔ∞−∞ )ଶ∞−∞  

 Száŵítsa ki a szórást, ha adott egǇ k oldalú szaďálǇos ’koĐka’ és a valószíŶűségi változó a doďás 
eredŵéŶǇe! 

o ܦሺ�ሻ = ሺ�ଶሻܧ√  −  ଶሺ�ሻܧ
o ܧሺ�ሻ = ∑ ݊ ∗ ଵ௞ = ଵ௞ ∗ ∑ ݊௞௡=ଵ௞௡=ଵ  

o ܧሺ�ଶሻ = ∑ ݊ଶ ∗ ଵ௞ = ଵ௞ ∗ ∑ ݊ଶ௞௡=ଵ௞௡=ଵ  

  

� = � ܲሺ� =  ௜ሻݔ
X=1 ͳ ݇⁄  
X=2 ͳ ݇⁄  
… … 

X=k ͳ ݇⁄  



11. Kovariancia és korreláció 
 HogǇaŶ defiŶiáljuk ξ és η valószíŶűségi változók kovariaŶĐiáját? 

o ha ∃ �ଶሺ�ሻ éݏ ∃ �ଶሺ�ሻ 
o ܿ݋�ሺ�, �ሻ ≝ ሻߚሺܧ = �)ܧ  − (ሺ�ሻܧ ∗ (� −  (ሺ�ሻܧ
o Tétel: 

 ܿ݋�ሺ�, �ሻ = �ሺܧ ∗ �ሻ − ሺ�ሻܧ) ∗  (ሺ�ሻܧ
 HogǇaŶ defiŶiáljuk ξ valószíŶűségi változó staŶdardizáltját? 

o �̃ ≝ �−�ሺ�ሻ�ሺ�ሻ  

 HogǇaŶ defiŶiáljuk ξ és η valószíŶűségi változók korreláĐiós egǇütthatóját? 
o ξ és η staŶdardizáltjaiŶak kovariaŶĐiája 

o ܿݎݎ݋ሺ�, �ሻ = ,̃�)�݋ܿ �̃) =  ௖௢�ሺ�,�ሻ�ሺ�ሻ∗�ሺ�ሻ 
 Mi a kovariaŶĐia és a függetleŶség kapĐsolata? 

o ha ξ és η függetleŶ ⟹ ,�ሺ�݋ܿ �ሻ = Ͳ fordítva nem feltétleŶül igaz! 
o ܿ݋�ሺ�, �ሻ = Ͳ ⟹  ݇݋݈݊ܽݐá݈݈ܽ݁ݎݎ݋݇

 HogǇaŶ száŵítjuk ki a kovariaŶĐiát diszkrét és folytonos esetďeŶ, ha adott az eloszlás illetve az egǇüttes 
sűrűségfüggvéŶǇ? 

o Diszkrét: 

 ∑ ∑ ௜ݔ) ∗ ௝ݕ ∗ ܲ(� = ௜ݔ , � = (௝ݕ − ቀ∑ ௜ݔ) ∗ ܲሺ� = (௜ሻݔ ∗ ∑ ቀݕ௝ ∗ ܲ(� = ௝)ቁ௝௜ݕ ቁ)௝௜  

 ܧሺ� ∗  �ሻ − ሺ�ሻܧ) ∗  (ሺ�ሻܧ

o Folytonos: 

 ׬ ׬ ݔ ∗ ݕ ∗ �݂,�ሺݔ, ݕ݀ ݔ݀ ሻݕ −∞−∞∞−∞ ׬ ݔ ∗ �݂ሺݔሻ ݀ݔ∞−∞ ∗ ׬ ݕ ∗ �݂ሺݕሻ ݀ݕ∞−∞  

 ܧሺ� ∗  �ሻ − ሺ�ሻܧ) ∗  (ሺ�ሻܧ

  



12. Valószínűségi változók transzformáltjai 
 Ha adott egǇ ξ diszkrét valószíŶűségi változó ŵelǇŶek lehetséges értékei ǆϭ, ǆϮ, ..., isŵerjük az 

eloszlását, és egǇ h függvéŶǇ, hogǇaŶ száŵítjuk ki az η = h;ξͿ valószíŶűségi változó eloszlását? ݕଵ = ℎሺݔଵሻ Hozzájuk tartozó valószínűségek: ݕଶ = ℎሺݔଶሻ 
… ܲሺ� = ௞ሻݕ ≝ ௞ݍ = ∑ ܲሺ� = �௜ሻ௬ሺ௫�ሻ=௬ݔ ௡ݕ  = ℎሺݔ௡ሻ 

 ahol 1 ≤ i, j ≤ n 
 Ha ξ egǇ folǇtoŶos eloszlású valószíŶűségi változó ŵelǇŶek a sűrűségfüggvéŶǇe f;ǆͿ, valaŵiŶt h;ǆͿ 

szigorúaŶ monoton és differeŶĐiálható, hogǇaŶ száŵítjuk ki az η = h;ξͿ valószíŶűségi változó 

sűrűségfüggvéŶǇét? 

o ݃(ℎሺ�ሻ) = ݂(ℎ−ଵሺݕሻ) ∗ |ௗℎ−భሺ௬ሻௗ௬ | ⟹ Jakobi mátrix determinánsának abszolút értéke. 

 Mi lesz a traŶszforŵált valószíŶűségi változó sűrűségfüggvéŶǇe, ha a traŶszforŵáĐió liŶeáris? 
o Missing 


