Internet Protokoll villámkérdések 2009/2010
by Medvey Bálint, de nincs felelősségvállalás
1. Ephemeral port

A szerver vagy kliens által véletlenszerűen kiválasztott port. Egy adott tartományból választja ki.

2. CIDR

Classless Interface Domain, megszünteti az IP címeknél az A,B,C osztályos címeket. Már nem csak byte határon lehet a hálózat/eszköz elválasztás. 192.168.0.3/17 az első 17 bit a hálózatot határozza meg a következő 15 meg az eszközt.
3. RFC

Request for Comment. Az internetes protokollok illetve szabványok itt vannak definiálva, leírva.

4. IANA
Internet Assigned Numbers Authority, különböző Internetes paraméterek számok és nevek (portok, egyedi IP címek, domain nevek…) kiosztásáért felelős.
5. IAB
The IAB is chartered both as a committee of the Internet Engineering Task Force (IETF) and as an advisory body of the Internet Society (ISOC). Its responsibilities include architectural oversight of IETF activities, Internet Standards Process oversight and appeal, and the appointment of the RFC Editor. The IAB is also responsible for the management of the IETF protocol parameter registries
6. Unicast/multicast/broadcast/anycast
Unicast: Egy címzettnek küldött üzenet.

Multicast: több címzett, de jelentkezni kell, hogy megkapd (Rádió)

Broadcast:több címzett, mindenki megkapja, no matter what (Sziréna)

Anycast: egy címzett de nemtudjuk ki válaszol (Mentőket hívjuk)
7. Simplex/duplex/half duplex
Egyirányú/váltott kétirányú/kétirányú kommunikáció. 
8. CSMA/CD
Carrier Sense: Érzékelik ha valaki beszél, mivel egy ethernet csatornán vannak.

Multiple Access: Több eszköz is tudja használni.

Collision Detection: Ha ütközést észlelnek, adás közben akkor megállnak, kilöknek 32 bites zajt, és véletlen ideig várnak (Backoff delay). Ha ezután is ütközés van akkor többet várnak, mint az előbb (Exponential backoff)
9. Late collision
Ha elindul egy frame, a hálózat legtávolabbi pontján is érzékelni kell mielőtt véget ér

Nem lehetne észrevenni az ütközést: late collision – A nem érzékeli az ütközést B igen.
Korlátozni kell a kábelhosszat, a repeaterek számát (4), minimalizálni kell a médiumon megengedett frame hosszat.
Slot time, bitben adják meg

512 bit (64 byte), gigabit ethernetnél 4096 bit
10. Exponential backoff
Ha ütközést észlelnek, adás közben akkor megállnak, kilöknek 32 bites zajt, és véletlen ideig várnak (Backoff delay). Ha ezután is ütközés van akkor többet várnak, mint az előbb (Exponential backoff)
11. Little endian/Big endian
Egy byte bitjei milyen sorrendben mennek. 

Big endian: legnagyobb helyiértékű az első, a kicsi az utolsó – IP csomag, ethernet CRC

Little endian: kisebb helyiértékü bit az első, a legnagyobb helyiértékű az utolsó

12. Spanning tree
Ha kör van a topológiában, a csomagok körbe-körbe vándorolhatnak - Broadcast storm
A switch-ek választanak egy root-ot a legkisebb Serial Number-t birtokló lesz

A root-ból minden eszközhöz kiválasztják a legrövidebb utat.  Azokat az összeköttetéseket, amik nem szerepeltek, kikapcsolják. Később is figyelik, hogy hol vannak utak

BPDU - Bridge Protocol Data Unit – ezekkel kommunikálnak a routerek az STP-ben
Az én SN-em

Kit hiszek root-nak

Merre van tőlem a root

Ha kiesik egy eszköz, vagy link, van esély rá, hogy az egész hálózat élve marad

VLAN-onként különböző lehet

13. VLAN
Broadcast domain-eket (VLAN) definiálhatunk, egy ethernetet logikailag több részre tudunk osztani. Ezt csak egy magasabb réteggel tudjuk összekötni (pl IP szinten egy router). Előnyei a biztonság, kezelhetőség.

VLAN tag-ek: az ethernet frame-et újra ethernetbe csomagoljuk. Van egy VLAN id része, ez alapján lőjjük be, hogy melyik VLAN-ba kell továbbítani.
14. Loopback interfész
Ha egy eszközön van a kliens és a szerver is. Kb localhost.

Akkor is akarunk hálózatot látni, ha nincs fizikai összeköttetés

IP címe: 127.0.0.1 ez az IP cím fizikai hálózaton sose jelenhet meg

Minden tekintetben úgy viselkedik, mint egy valódi interfész. Az egyes szolgáltatásoknál rendelkezhetünk róla, hogy ezen az interfészen is szolgáltassanak-e. Nem csak számítógépeknél, hanem más dobozoknál: switch-ek, routerek stb.

15. MTU
Maximum Transition Unit, mekkora a max egység amit át tudunk küldeni két hálózati eszköz között. Általában byte-ban van megadva, és 1500 byte, de ez változhat. Fragmentálás itt lép be a képbe.
16. TOS
Type of Service. Milyen szolgáltatásokat tud a csomag. IP header-ben van pl ECN
A csomag hálózat belsejében való továbbítását befolyásoló mező, sokszor átdolgozták. 
Nincs garancia arra, hogy a hálózati partnerek kezelik, bár többnyire nincs baj abból, ha nem. Hálózati átjárók, tűzfalak. routerek manipulálhatják
17. TTL - IP csomagnál, DNS rekordnál
Time to live: mennyi ideig élhet egy csomag. IP-nél pl minden router csökkenti eggyel. Ha 0 akkor eldobjuk a csomagot, így meg tudjuk akadályozni, hogy ne keringjen a csomag végtelen ideig.
18. Netmask
Egy IP címhez képest kijelöl egy tartományt. Így kapjuk meg pl hogy egy IP-cím rajta van e a halózaton vagy nem.
19. NAT
Network Address Translation: átfordítjuk a hálózaton lévő belső IP címet külső, a világhálón használható IP címre.
20. ARP cache poisoning
ARP cache-be hamis MAC cím kerül be, pl man in the middle támadással kerülhet be.
21. Path MTU discovery
ICMP vezérlő üzenet, megnézi, hogy mi a legkisebb MTU a cél felé és ezzel az értékkel visszatér. Mivel a hálózat dinamikus ez változhat, lehet, hogy mire elküldjük a csomagot, addig lesz egy kisebb MTU is.
22. ICMP redirect
Ha észreveszi egy router, hogy van rövidebb út is amin mehetne a csomag, akkor redirect hibaüzenetet küld a feladónak, az ajánlott router címével. Ezt csak akkor csinálja ha az ajánlott router és a feladó egy hálózaton van.
23. OSPF area
Mivel az OSPF elég nagy hálózatot tud lefedni, ezért a karbantarthatóság miatt area-kra bontjuk fel. Van egy backbone area amihez mindegyik más area kapcsolódik, vagy rendesen vagy virtual link-en keresztül. Area Border Router köti össze az area-kat.

Stub area ami végállomás, csak a backbonehoz csatlakozik


Inter area routing ami más area-kon keresztül megy


Intra area routing ami egy area-n belül van
24. OSPF designated router
Egy area-n belüli router amihez mindegyik más area-n belüli router csatlakozik. Ez adja ki az area topológiáját (OSPF adatbázist), area-n kívüli routernek.
25. BGP dampening
Ha van egy út, ami nagyon sokszor változik (meghal-feltámad) akkor azt a BGP kiveszi adatbázisából, mert nem elég megbízható.
26. AS
Lehet úgy mondani, hogy a RIP-pel ellentétben az OSPF-ben van hierachia, az AS a legnagyobb szint, ezekben meg area-k vannak.

Routing szempontjából önálló entitás például egy-egy szolgáltató által felügyelt hálózat. Egy 16 bites 

AS fajták:

Stub: egy másik AS fele van kapcsolata

Multihomed: több AS fele van kapcsolata

Transit: nem csak a saját forgalmát bonyolítja

27. UDP lite
Ha valamilyen multimédiás kommunikáció van, pl skype, akkor érdemesebb a hibás csomagokat is megtartani, hátha valamilyen jó adatot ki tudunk belőle venni.
28. IGMP membership query/membership report
IGMP a multicast üzenetek szervezéséért felelős. Membership query egy kérdés amit kiküld különböző LAN-okra, hogy tagja e ott valaki egy bizonyos csoportnak. A membership report-ot meg a routerek küldik válaszként, hogy igen én tagja vagyok.
29. SOA, NS, A, PTR, MX rekord
DNS Resource Record tagjai.

Start of Authority - Globális zóna adatok, ÉÉÉÉHHNNVV forma, Refresh, Retry, Expire
Name Server – Egy aldomain autoritását tovább delegálja

btk.ppke.hu         
NS
ns2.sztaki.hu

btk.ppke.hu         
NS
hera.btk.ppke.hu

btk.ppke.hu         
NS
szele.cs.elte.hu

Ajánlatos több NS rekordot használni

Az argumentumban szereplő gép gazdája a felelős!!!
Pointer – in-addr.arpa olyan mint más domain, címhez domain nevet rendel
Mail Exchanger – levél célállomást jelöl.
30. FQDN
Fully Qualifyed Doamin Name, Rövidítve (jobb oldalát lehagyva) használható, de nem egészen egyértelmű. A hierarchikus felépítés igen.
31. Glue rekord
Az apuka zónába kényszerülő A rekord. Ha nem rakjuk oda be, akkor nem tudunk dns-t lekérni
Példa:

x.hu delegálja az osztaly.x.hu-t

az (egyik) szerver az ns.osztaly.x.hu lesz

Az ns.osztaly.x.hu-t fel kell vennünk az x.hu zónába
32. Lame név szerver
Apuka zóna szerint autoritás, de mégsem mutatja a zónát. Oka pl az ember ember kommunikáció hiánya.
33. Primary (master), secondary (slave) DNS szerver
Egy zónát több szerver is kiszolgálhat, 1 primary és több secondary, mindegyik autoritás. Primary DNS szerver egy adatbázisból szolgáltat infot, a secondary pedig a primary-tól veszi ezeket. A secondaryk időről időre tükrözik a primary adatait, csak akkor töltenek le adatot ha van változás.
34. Caching only DNS szerver, autoritatív név szerver
Autoritatív névszerver egy zóna(A fának egy egyben kezelt ága) felelőse.

Ha nem autoritás a szerver akkor caching only, a cache-ét kiegészítheti, ha forwardereket használ

Forwarder - Mielőtt az interneten érdeklődne, először ezt kérdezi, Nagyobb, hatékonyabb lesz a cache.
35. TCP syn flood támadás
Egy külső gép, folyamatosan SYN flages csomagot küld (random port/ip párossal) egy gépnek, és arra kényszeríti a támadott gépet, hogy mindegyikre válaszoljon ACK-kal, így az összes erőforrást, felhasználja, Denial of Service állapotba lép.
36. TCP aktív/passzív open
TCP kapcsolat felépítés, 3 lépésből áll. Syn-t küld a kezdeményező, erre jön egy ACK-ot és egy SYN flaget tartalmazó csomag válaszként. Erre az első gép küld válaszul egy ACK-ot, ekkor épül fel a kapcsolat.

A kezdeményező aktív opent hajtott végre, a másik meg passzív opent.
37. TCP aktív/passzív close
4 lépcsős zárás van. A küld egy FIN-t B erre ACK-kal válaszol, majd ha már nincs több adata amit küldeni szeretne akkor küld eg FIN-t ő is, erre jön A-tól egy ACK és bezárul a kapcsolat.

A aktív close-t csinált, B passzív close-t.
38. TIME_WAIT (2MSL wait) állapot
Az aktív close-t végrehajtó fél utolsó állapota. Már megkapta a másik féltől a FIN-t, és elküldte az ackot, de ez lehet hogy elveszik, ezért vár még, hátha megkapja még1szer a FIN-t jelezvén, hogy elveszett az előző ACK. MSL – maximum segment lifetime, ennyi ideig lehet max a TCP hálózaton egy szegmens, 2MSL ideig vár time wait állapotban, utána bezárja a kapcsolatot.
39. TCP reset támadás
A és B nek TCP kapcsolata van, E ebbe csempész bele egy RESET-et, így felbontja a kapcsolatot. Tudnia kell E-nek a port/ip cím párost A-ét és B-ét is, valamint el kell találnia egy sequence number-t úgy, hogy az a windown belüli legyen.

Ez a reset főleg BGP.nél nagyon rossz,
40. tcp_wrapper
Egy tcp deamon, ami az inetd és egyes programok közé ékelődhet. Árnyaltan lehet akciót kezdeményezni, elutasítani/elfogadni a kapcsolatot, naplózni valamint figyelmeztető levelet küldeni, tetszőleges parancsot kiadni.
Két fő konfigurációs fájl: /etc/hosts.allow, /etc/hosts.deny
Az első match nyer

Ha nincs match, engedi a kapcsolatot

A fájlokat a következő sorrendben nézi: hosts.allow, hosts.deny
Nem csak inetd mögött, hanem libwrap-pal egybelinkelt bármilyen programmal használható

Az ssh szerver ilyen szokott lenni

41. TCP retransmission timer (RTO)
Ha RTO ideig nem jön meg egy ACK a csomagra, akkor újra kell küldeni, mivel elveszett.

RTO-t az RTT(Round Trip Time)-ból számoljuk.

Becsült-RTT = a * Becsült-RTT + (1-a) * Mért-RTT, ahol 0<a<1
RTO = b * Becsült-RTT, ahol b> 1
Tipikus értékek: a = 0.9, b = 2, a nem konstans, hogy igazodjunk a hálózati változásokhoz.
42. Delayed ack
Nem azonnal küldünk ACK-ot egy csomagra. Okai: legalább 40 byte-ot kell küldeni!

Egy timer lejártát megvárja, hátha addig lesz:

Elküldendő adat, amivel, „mellékesen” nyugtáz: piggyback nyugta

Újabb bejövő adat, amit nyugtázhat.

43. Nagle algoritmus
Ha a hálózat lassú, és parancsokat gépel a user, akkor ez újabb csomagokat generál, torlódni fognak a csomagok, ez nem meg nagyon nem jó. Amíg van kint csomag, addig bufferelünk, nem küldünk újat. Timeout után mindenképp ürítünk. Önszabályozó algoritmus, ha gyors a hálózat akkor nem szabályoz.
44. Slow start
Nem csak a fogadó, a küldő is flow controlt alkalmaz. Congestion window: a hálózat kímélése érdekében bevezetett ablak. A küldő becslése, a TCP masina belső változója: cwnd. A receive window és a congestion window jobb szélének minimuma határozza meg, hogy küldhetek-e csomagot

Kezdetben a Congestion window 1 MSS méretű

Minden ack-zott szegmens 1 MSS-sel növeli a cwnd-t, Ideális esetben a cwnd nem korlátoz

A vevő képességét, illetve a hálózati kapacitást teljesen kihasználva tömjük a hálózatot

Slow start alatt az átvitel exponenciálisan nő.
45. Persist timer
Ha a fogadó bufferei elfogytak, bezárja a window-t. Ha újra tud fogadni, nyitja: ACK megismételt acknowledgement numberrel, de nem 0 window-val.
Ha elvész ez az ACK akkor:
A fogadó nem tudhatja, hogy van-e még a küldőnek mondandója

A küldő próbálkozik: küld egy 1 byte-os csomagot (hite szerint window-n kívül!)

Ezt ismétli persist timer-enként

A persist timer exponenciálisan nő (Exponential Backoff)

Tipikusan 1,5 sec-ről indul, 1 percnél nem lesz nagyobb
46. Passzív ftp
Amikor az adatkapcsolatot nem a szerver nyitja, hanem a kliens. A klien PASV parancsot küld a control kapcsolaton. Erre a szerver PORT NR-el válaszol ephemeral porttal. A kliens Ephemeral portjáról a kapott portra nyitja meg az adatkapcsolatot.
47. UA, MTA
User Agent a felhasz által kezelt levelezőprogram.

Mail Tranfer Agent a levleket továbbító szerverprogram.

UA – MTA és MTA – MTA között SMTP kommunikáció van, MTA – UA között viszont POP illetve IMAP3
48. Hogyan működik az IP csomag fragmentálás?

Ha az IP csomag nagyobb, mint egy MTU akkor fragmentálni kell a csomagot, és csak így lehet továbbküldeni. Ezt csak akkor lehet megcsinálni, ha áll a Fragment bit (More fragment). Ekkor a daraboknak lesz egy fragment offszet értékük, ez alapján lehet sorbarakni őket. Az ID minden csomagnak ugyanaz lesz. Ha Don’t Fragment bit áll akkor pedig ICMP hibaüznetet kapunk Fragmentation Needed kóddal.

49. Milyen ethernet és IP címek lesznek abban a csomagban, amit a 222-es gépteremből

· a szomszéd gépére küldünk?
A gép ethernet kártyájának MAC address-e lesz az ethernet cím, és az IP cím pedig a belső hálózati IP cím lesz.
· a www.arizona.edu web szerverre küldünk?
A gép ethernet kártyájának MAC address-e lesz az ethernet cím, IP cím meg a külsö router-é lesz.
50. Mikor van szükség ethernet flow controlra, és mikor nincs?
Full duplex ethernetnél kell flow controll, Simplex ethernetnél nem kell, ott csak CSMA/CD kell.
51. Miért felejtenek, és mit felejtenek switch-ek?
A MAC címeket felejtik el időnként a switchek. Azért felejt, mert így dinamikus a hálózat, felejtés után újra meg fogja jegyezni, de ha történt változás akkor így azt észreveszi. (Valami ilyesmi lehet)
52. Mi a különbség hub és switch közt?
Hibás adatot a switch nem küld tovább, a switchnek különböző sebességú interfészei lehetnek, van buffere. Hub 1es szintű, switch 2es szintű a TCP/IP szinteknél.
53. Miért felejtik el az eszközök az ARP bejegyzéseiket?
Dinamikusság miatt, így észrevesszük a változásokat a hálózaton. ARP cacheben időnként lejárnak a recordok, ekkor újra le kell kérni a MAC címet.
54. Hogyan működik a traceroute?
1, 2, 3,... TTL-lel küld UDP csomagokat
Az i-edik menetben küldött csomagot az i-edik hop router utasítja el ICMP time exceeded üzenettel

UDP 33434-től egyre nagyobb portokra küld csomagokat

· Ezzel azonosítja a választ

55. Mi a különbség tcptraceroute és traceroute között?
A tcptraceroute TCP csomagokat küld UDP helyett.

56. Hogyan működik a ping?
ICMP üzeneten alapszik. Max 9 routert tud megjegyezni.

· length: ennyi byte az opció

· a route data length-3 hosszú

· pointer: a következő IP cím helyét mutatja: először 4, legfeljebb 40

· 40: tele az IP header

· Az adat 4 byte-os IP címekből áll

57. Miért tartalmazzák az ICMP hibaüzenetek a hibát kiváltó csomag egy részét is?
Az IP fejrészt minden esetben tartalmazzák, mivel így tudjuk hogy milyen IP címre kell visszaküldeni. Valamint az adat első 8 byte-t is mivel így már tudjuk azt hogy melyik portot használta (UDP, TCP).
58. Mire vezetne, ha icmp hiba üzenetre icmp hiba üzenet lehetne a reakció?
Gondolom nagyon terhelné a hálózatot, simán lehet hogy a hibaüzenet is elakad, akkor annak új hibaüzenete lenne és így tovább.
59. Mit értünk routing protokolloknál konvergencián?
Minden router, minden célpontról (hálózatról) küld információt

Milyen célpontot

Milyen messze látok: súly, távolság, költség, metric, (pl. hopcount)

Melyik szomszéd router fele (a célpont ,,tulajdonosa'') 

A szomszédos routereknek periodikusan elküldi a saját képét a hálózatról

A szomszédos router 1-et hozzáad minden kapott értékhez

A régi saját táblázatát, és a most kapottat összefésüli - eldobja a rosszabb utakat

Ha egy célpont ,,tulajdonosától'' nagyobbat kap, azt is elfogadja

Csak csökkenni tudna a költség 

A saját képét ő is elküldi az összes többinek

Lassan beáll egy állapot: konvergencia
60. Mi az a split horizon? Miért van rá szükség?
A-B-C a 3 router kapcsolása. Ha A csak B-től hallja C-t, azaz B hirdeti neki hogy rajtam keresztül van a C, akkor A nem hirdeti C-t B felé. Ez azért kell, mert ha megszakad B és C között a kapcsolat, akkor is tovább hirdetné A C-t B-nek. 
61. Hogyan működik Dijkstra OSPF algoritmusa?
Legyen G egy irányított gráf, élei súlyozottak. Legyen x és y két pont. Válasszunk ki minimális súlyú utat x-ből y-ba!

Két segédváltozó: W a bevett pontok, B a bevett élek. Kezdetben W={x}, d(x,x)=0.

Minden W-ben levő u-ra és v-re, ami nincs W-ben számoljuk ki d(x,u)+w(u,v)-t, és vegyük a minimumát (ha több van, bármelyiket). Azt a v-t és (u,v)-t vegyük be, ahol ez minimális.

Folytassuk, amíg y nem lesz W-ben.

Elindulunk egy pontból és megnézzük, milyen élen tudunk továbbmenni. Minden élet beveszünk ami a kiinduló pontból megy. Utána megnézzük az elért pontokból az éleket és ezeknek súlyait, és csak azokat az éleket vesszük be aminek minimális a súllya. Lehet visszamenni, és javítani is.
62. Igaz-e, hogy a Dijkstra féle feszítő fa minimális?
Szerintem nem minimális. Ami nekünk kell hogy Shortest Path legyen. A root-tól minden pontot a lehető legrövidebb úton lehet elérni.
63. Mi a kockázata annak, ha bárhonnan elfogadunk RIP üzeneteket?
Ez a RIP cache poisoning, Man in he middle támadás, vagy proxy ARP. Elterelhet forgalmat, vagy túlcsordíthat ARP cache-t: DoS (Denial of Service)

64. Mely IP fragmentumoknak kell 8-cal osztható hosszúaknak lenniük? Miért?
Csak az utolsó fragmentumnak nem kell. Mert az az utolsó helyre kell? (Talán)
65. Egy etherneten 20 állomás figyel egy multicast csoportban. Mitől függ, hogy ki válaszol egy IGMP membership query üzenetre?
Véletlenszerűen 1 fog válaszolni. Exponential Backoff várnak és ha egy valaki üzent hogy én rajta vagyok a csoporton, akkor a többiek ezt látják, és nekik nem kell már válaszolni.
66. Miért fontos, hogy a root név szerverek mindig elérhetőek legyenek?
Ha nem elérhetőek akkor a cache-ből kiesett címeket nem tudjuk újra megnézni, mert a rekurzív föloldás nem fog működni
67. Mire szolgál és hogyan működik az inetd daemon?
Unixokon klasszikus, egyszerű szolgáltatások indításának eszköze, belső szolgáltatások (pl. echo) és más tetszőleges program indítása. Az indított program standard inputja és outputja a TCP kapcsolat lesz.
68. Hogyan zajlik egy TCP kapcsolat felépítés?
TCP1: Álló SYN flag-es csomagot küld, valamint port szám is van benne. Initial Sequence n. eldől
TCP2: ACK-kot küld amiben áll a SYN flag, Initial Sequence Number eldől, de ez a fogadóé
TCP1: ACK-ot küld vissza, ekkor épül fel a tényleges kapcsolat, ez elvisz egy Seq number-t
69. Hogyan zajlik egy TCP kapcsolatbontás?
full duplex, ezért a FIN csak: én nem küldök több adatot, half close: csak az egyik irányban zárt kapcsolat

Folyamat:
Az egyik (A) fél küld egy FIN-t

A másik (B) értesíti az applikációt, hogy vége az adatnak (EOF, End of File)

B nyugtázza ACK-val

B is küld FIN-t, ha befejezte az adatküldést

Erre is megjön a nyugta

A FIN-is elfogyaszt egy sequence numbert

A activ close-t, B passive close-t hajt végre

70. Mitől függ a TCP retransmission timeout?
Az RTT-től azaz a round trip time (egy csomag elküldésétől az ACK megérkezéséig tartó idő)

Becsült-RTT = a * Becsült-RTT + (1-a) * Mért-RTT
RTO = b * Becsült-RTT
Tipikus értékek: a = 0.9(0<a<1), b = 2(b> 1)
71. FTP-nél/SMTP-nél hogyan csoportosítjuk a szerver hibakódokat?
1 - részleges, előzetes sikeres válasz

2 - teljes siker

3 - részleges, közbülső állapotot jelző sikeres válasz
4 - átmeneti sikertelenség

5 - teljes sikertelenség
72. Miért okoz gondot a tűzfalakon az aktív ftp?
A tűzfalak nem szoktak belső gépekre kívülről kezdeményezett TCP kapcsolatot beengedni.
73. Hogyan zajlik egy SMTP kapcsolatfelépítés?
	
	<-- 220 rs3.lvs.iif.hu ESMTP

	HELO kapa.itk.ppke.hu -->
	

	
	<-- 250 rs3.lvs.iif.hu

	MAIL FROM: <kitol@teljes.domain.nev> -->
	

	
	<-- 250 OK

	RCPT TO: <kinek@cimzett.domain.neve> -->
	

	
	<-- 250 OK

	DATA
	

	
	<-- 354 Enter message

	Feje
	

	(fejet mindig egy üres sor választja el a levéltől)
	

	Torzse a levelnek,
	

	sorok
	

	sorban
	

	CR/LF-fel
	

	. (egy pont-tal kezdődő sor a levél vége)
	

	
	<--250 OK, Message accepted for delivery

	QUIT
	


74. Mi az a looking-glass?
Az interneten elszórva http felületen lekérdezhető routerek. Diagnosztikai eszköz, BGP és Traceroute információ érhető el.
75. Lehet-e egy hub két különböző interfészén különböző a sebesség?
Szerintem nem, azt csak a Switch és a Router tudja.

Netről: Az automata sebességválasztó (kétsebességû) 10/100-as hub mindegyik interfésze eldönti hogy melyik sebességet használja, ezt a beledugott kábel alapján dönti el.
76. Mi történik, ha háromszögbe kötünk három switch-et és azok nem tudnak Spanning Tree-t?
Kör alakulhat ki, Broadcast Storm talán.
